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Figure 1: Two screen shots of an over�ight of Fort Hunter Liggett, CA that illustrate the use of 4-8 texture hierarchies. On the left is the seamless
textured image produced by the system, while the right shows the outline of the texture tiles used in producing the image.

ABSTRACT

We addressthe texture level-of-detailproblemfor extremelylarge
surfacessuchasterrainduringrealtime,view-dependentrendering.
A novel texturehierarchy is introducedbasedon 4-8 re�nementof
rastertiles, in which thetexturegridsin effect rotate45degreesfor
eachlevel of re�nement. This hierarchy provides twice asmany
levels of detail asconventionalquadtree-stylere�nementschemes
suchasmipmaps,andthusprovidesper-pixel view-dependent�l-
tering that is twice as close to the ideal cutoff frequency for an
averagepixel. Becauseof this more gradualchangein low-pass
�ltering, anddueto themorepreciseemulationof the idealcutoff
frequency, we �nd in practicethat the transitionsbetweentexture
levelsof detail arenot perceptible.This allows renderingsystems
to avoid thecomplexity andperformancecostsof per-pixel blend-
ing betweentexturelevelsof detail.

The4-8 texturingschemeis integratedinto avariantof theReal-
time Optimally Adapting Meshes(ROAM) algorithm for view-
dependentmultiresolution mesh generation. Improvementsto
ROAM includedhereare: thediamonddatastructureasa stream-
lined replacementfor thetrianglebintreeelements,theuseof low-
pass-�lteredgeometrypatchesin placeof individual triangles,inte-
grationof 4-8 textures,anda simpleout-of-coredataaccessmech-
anismfor textureandgeometrytiles.
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1 I NTRODUCTI ON

Graphicshardware has becomeordersof magnitudefasterand
cheaperin recentyears,yet thereremainsa strongneedto ren-
der textured geometryfrom databasescontainingfar more detail
thancanbe displayedin realtime. A classicmotivating example
is terrainvisualization,in which photo-imageryandelevationdata
are available on planetaryscales,resolvingto ten metersor bet-
ter on average,with meteror sub-meterdataavailablein somere-
gions(suchastheone-meterdatabaseof Fort HunterLiggett, CA,
shown in Figure1). With new datacollectioninstrumentsanddata
handlingcapabilities,this wealthof informationis likely to grow
rapidly. The NASA MOLA data,for example,covers Mars at a
resolutionof 128elevationbinsperdegree,totalingaroundonebil-
lion elevations[1]. Publicly availabledatafrom theUSGScovers
the stateof Washingtonat 10 meterhorizontaland10cmvertical
spacing,totaling1.4billion elevationvalues[19]. Dynamic,view-
dependentadaptationsof geometricmeshesandtexturetile hierar-
chiesarerequiredto provide fastandaccuraterenderingsof these
large-scaleterraindatabases.

Sincehardwarerenderingrateshave grown to exceed200 mil-
lion trianglesper second,this meansthat choosingtriangleadap-
tationsfor uniform screensizewill resultin roughlyone-pixel tri-
anglesfor full-screendisplayat 100 frames-per-secondrendering
rates.At this point it is no longerdesirableto make trianglesnon-
uniform in screenspacedue to variationsin surface roughness,
sincethis will only leadto sub-pixel trianglesandartifacts. This
situationfor geometryis now in a similar regimeto thatof texture
level-of-detailadaptation,which seeksto make eachtexel project
to roughly onepixel in screenspace.Overall thenour goal is to
low-pass�lter thegeometryandtexturesso that trianglesandtex-
elsprojectto aboutapixel.

While many geometrichierarchieshave beendevisedfor large-
dataview-dependentadaptation,the above analysissuggeststhat
uniform aspect-ratiotrianglesaremoredesirablefor attainingbet-
ter controlof geometricantialiasing.Also, betterlow-pass�ltering
methodsareknown for regulargrids. Texturehierarchiesaremore
constrainedthangeometry, sincegraphicshardwareworksmostef-
fectively with rastertiles of modest,power-of-two sizes.For ef�-
ciency of texture loadingandpacking,we avoid considerationof
textureatlasschemesin which a power-of-two tile is �lled with ir-



regularsub-regionsthatareusedindependently. Thisleadsusto use
regulargrids for ef�ciency anduniformity of treatment.In theory,
thereare only two regular tilings of the planethat allow confor-
mantadaptive meshesto beformedwithout special�x-ups at level
of detail transitions:the4-8 meshesandthe4-6-12meshes[7, 8].
We chosethe 4-8 meshes,shown in Figure 2, sincethesematch
theconstraintsof texturehardwareandhavemany known desirable
properties[12, 6, 13].

(a) (b)

d
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Figure 2: A 4-8 mesh illustrating different levels of resolution. Part
(a) shows a course, uniform re�nement, which is effectively a grid of
squares (blue) with distinguished diagonals (green). Part (b) is one
level �ner everywhere. Note the blue squares are rotated 45� and

scaled by
p

1=2. Part (c) shows the selective re�nement of (b) to
add the diamond (yellow) with center d.

While several datastructureshave beendevisedto support4-8
re�nement, we found that additionalstreamlininganduni�cation
waspossible. This paperintroducesa diamonddatastructure,in
which eachdiamondelementsimultaneouslyhasuniqueassocia-
tionswith avertex (its center),anedge(its distinguisheddiagonal),
anda quadrilateralfaceof a 4-8 re�nementmesh.A diamondrep-
resentsthepairingof two right isoscelestrianglesat thesamelevel
of detail in the 4-8 meshthat sharea baseedge. Sincebasicop-
erationson the4-8 meshmusttreatthesediamondsasa unit, it is
logicalandef�cient to usethediamondasthebackbonedatastruc-
tureratherthanbintreetriangles.Section3 providesdetailson the
diamondstructureandits usein 4-8 incrementalmeshadaptation.

Both geometryand texturesare treatedas small regular grids,
calledtiles, de�ned for eachdiamondin the hierarchy. Tiles at a
level of resolutionmatchingthe input dataareeithercopiedor re-
sampled.Coarsertiles arecomputedusinglow-pass�ltering in an
out-of-coretraversal. Finer tiles can be obtainedusing 4-8 sub-
division [23] with the optionaladditionof proceduraldetail. For
ef�cient input andoutput, �les anddisk blocksarelaid out using
a diamondindexing schemebasedon the Sierpinskispace-�lling
curve. Tiles aredescribedin Section4. Sierpinskiindexing, and
out-of-corepreprocessingaredescribedin Section5.

For geometricrendering,patchesof 256 or 1024 trianglesare
storedasindexed vertex arraysin Sierpinskiorderfor highly ef�-
cient renderingon graphicshardware. Using uniform re�nement,
any power of four increasein trianglecountwill result in confor-
mantmeshes[18, 11]. We areableto achieve trianglethroughput
closeto the practicallimits on recentPC video cards. Section6
outlineshow patchesarelaid outandupdated.

Theadaptive4-8 textures,de�ned in detailin Section7, �ll each
diamondareawith a regular-grid imageraster, renderedusingbi-
linear interpolation.Neighboringtiles shareboundarysampleson
their mutualedges,andthe 4-8 meshre�nementnaturallyde�nes
a parent-childgrid-structurerelationshipsuitablefor various�lter -
ing operations.We allow eachROAM leaf trianglepatchto inde-
pendentlychoosewhich texturelevel-of-detailto mapto, basedon
its estimatedpixel areafor thecurrentview transform.A mapping
fromthetrianglepatches'parameterizationto thetexturediamond's
parameterspaceis computedasneededwhenthislevel-of-detailse-
lectionchanges.Thischangerequiresanupdateof thevertex array
texturecoordinatedatastoredin specialgraphicshardwarememory
(e.g. AGP memory),which is an expensive operationthat canre-
quiresynchronizationwith previously launchedasynchronousren-
deringactivity. Thereforethe triangle-patchtexture level-of-detail

updatesarebudgetedperframebasedonsimilardual-queueopera-
tionsusedby theROAM algorithm.

Overall this approachto forming tile hierarchiesandaccessing
themduring frame-to-frameincrementalupdatesresultsin a visu-
ally seamless,high quality displayof arbitrarily large terrainand
imagerydatabases.Someimplementationdetailsandnumericalre-
sultsarepresentedin Section8, but theultimateproof is to seethe
systemin actionon a hugedataset. The visual appearanceis in
our experienceconsistentlyvery high. Indeed,we werepleasantly
surprisedthatnoper-pixel blendingof texturelevel-of-detailseems
to be needed;we believe this is due to the gradualfactor-of-two
changesin informationcontentbetweenlevels.

2 REL ATED WORK

A greatvariety of geometriclevel-of-detailalgorithmshave been
devised for realtimerenderingof massive terrainsand otherdata
sets.An overview of many historicalmethodscanbefoundin [16].
Themostcommonmeansof organizinggeometryareTriangulated
Irregular Networks (TINs) [20, 9], and Hierarchiesof Right Tri-
angles(HRTs) [15, 7]. Generallythe HRT methodscan be im-
plementedto have greaterperformanceandlower memoryuseper
triangle,but requireamodestincreasein trianglebudgetto achieve
thesameaccuracy [7]. For thereasonsoutlinedearlier, wefocuson
regular-grid representationsandHRT view-dependentadaptations,
andreview therelevantpapershere.

First it is importantto note that HRTs are equivalent to adap-
tive 4-8 meshes.An early paperusingHRTs for view-dependent
dynamicmeshingwasLindstrom et al. [12]. They utilize an el-
egant block-adaptive re�nement using frame-to-framecoherence,
followed by a �ne-grained bottom-upvertex-reductionmethodto
reducethe sizeof the meshfor displaypurposes.Duchaineauet
al. [6] introducea dual-queuealgorithm (ROAM) to incremen-
tally split andmerge HRT elementswhile maximizing the useof
frame-to-framecoherencefor frustum culling, priority computa-
tions, meshupdatesand triangle stripping. Lindstrom and Pas-
cucci [13] simplify the overall HRT processingto a minimal tri-
anglebintreerecursionper framethat requiresno specialeffort to
maintaincrack-freemeshes,producesa single generalizedtrian-
gle strip as output, and usesa novel vertex indexing schemeto
automaticallymake out-of-coreaccessef�cient using an existing
operating-systemvirtual memorysystem.They extendthis [14] to
allow smootherview-dependentmeshesthroughinterpolation,and
testadditionalspace-�ll indexing strategies.GerstnerusesSierpin-
ski indexing for triangles,andidenti�es theresultingduplicatein-
dicesusingasimplestatemachine.Themethodis intendedfor use
duringrecursive traversalof the trianglebintrees,andrequiresex-
plicit links in thevertex databaseto avoid gapsin thediskor mem-
ory layout.Pajarola[17] utilizesarestrictedquadtreetriangulation,
similar to anadaptive4-8mesh,for terrainvisualization.Pomeranz
[18] demonstrateshow theROAM algorithmcanbeextendedto uti-
lize pre-computedHRT patchesin placeof individual trianglesto
betterexploit moderngraphicshardwarewhile maintainingcrack-
freetriangulations.Levenberg [11] extendsthis furtherby allowing
HRT patchesto becomputeddynamicallyduringinteraction.

Large texture processinghas been attemptedby several re-
searchers.Williams [24] introducesthe mipmapmethodof pre-
�ltering texture levels of detail, which are imagesof increasingly
reducedresolutionarrangedasa pyramid. Startingwith the �nest
level, eachcoarserlevel representstheimageusingonequarterthe
numberof texels (half the numberof texels in eachdimension).
Per-pixel renderingwith a mipmapis accomplishedby projecting
thepixelsinto mipmapspaceusingtexturecoordinatesandcamera
transformations.Typically a renderedpixel is coloredusinga vari-
antof trilinear interpolationof eighttexelstakenfrom two adjacent
levelsof themipmaphierarchy.



Tanneretal. [21] introduceclipmaps,anextensionof mipmaps,
that alsoutilizesa factor-of-four texturepyramid,but allows arbi-
trarily large out-of-coretexturesto be pagedinto the in-memory
pyramid. This algorithmutilizes the fact that a completemipmap
pyramidis rarelyusedduringtherenderingof a singleimage(par-
ticularly in terrain rendering),and much of the pyramid can be
clippedaway, allowing muchlargertexturesto beused.

Ulrich [22] combinesa quadtreeof mipmapandgeometrytiles,
calledchunks, to handleout-of-coreview-dependentmeshingand
texturing of hugeterrains. The texture andgeometrychunksare
producedin a preprocessingstepandarestaticduring runtimein-
teraction.Geometrychunksarebasedon adaptive 4-8 re�nement,
with special“�anges” to hide the tiny cracksthat occurat chunk
boundaries.Eachchunkis storedin specialgraphicsmemoryand
canbe renderedwith a singledraw call. The chunksare re�ned
basedon theviewpoint to meetthedesiredvisual �delity , andare
pagedfrom disk. Similarly, mipmaptiles areloadedandaccessed
from thegeometrychunksbasedoncalculationsof maximumpixel
sizein the mipmap. This determinesthe �nest level of detail that
will beusedin amipmap,andby re�ning themipmaptilesaccord-
ingly, the mipmapper-pixel blendingwill automaticallygenerate
seamlesstextureimageryacrosstile boundaries.

Furtherresearchby Döllner et al. integratesclipmap-like be-
havior with terrain renderingby using memory-mappedtexture
�les [5]. Their methodutilizes a multiresolutiontexture system
thatworksin conjunctionwith a multiresolutionmodelfor theter-
rain geometry. They build a treeof texture patchesthat is closely
associatedwith thehierarchicalmodelof theterraingeometry. The
renderingalgorithm simultaneouslytraversesthe multiresolution
model for terrain geometryand texture trees,selectinggeometry
patchesandtexture patchesaccordingto a user-de�ned visual er-
ror threshold.However, their methodutilizesin-corequadtreesfor
texturestorage,resultingin apower-of-four texturehierarchy.

Cignoni et al. [2, 3, 4] have demonstratedthe ability to dis-
play both adaptive geometryandtexture of large terraindatasets
in real-time.They utilize aquadtreetexturehierarchy andabintree
of trianglepatches(TINs) for the geometry. The trianglepatches
areconstructedoff-line with high-qualitysimpli�cation andtrian-
gle stripping algorithms,and are selectively re�ned from scratch
eachframe. Texturesaremanagedassquaretiles, organizedasa
quadtree.Therenderingsystemtraversesthetexturequadtreeuntil
acceptableerror conditionsaremet, and then traversesthe corre-
spondingpatchesin thegeometrybintreesystemuntil aspaceerror
toleranceis reached.

In contrastto this previouswork, we seekto maximallyexploit
frame-to-framecoherencewith view-dependentre�nement, simi-
lar to theROAM algorithm,but with chunked/patchgeometryand
texture tiles pagingin from disk. High-quality low-pass�ltering
is appliedto geometrytiles in addition to texturesso as to mini-
mize geometricaliasingartifactsandto reduceaveragegeometric
error. A new Sierpinskidisk layout improvescoherenceof tile ac-
cessandcaching,while the4-8 texturesminimizevisible seamsat
patchboundaries.Like ROAM, our algorithmcanmaintainnear-
constantframeratesby optimizingto a trianglebudgetin addition
to selectingadesiredscreenerrortolerance.

3 THE DI AM OND DATA STRUCTURE

Underlyingall the work in this paperis the notion of a diamond,
which is uniquelyassociatedwith onevertex, oneedge,andone
quadrilateralfacein a 4-8 meshhierarchy. Figure3 depictsa di-
amondd with a standardorientationandlabelingof its ancestors
a0::: 3 and children c0::: 3 . By a parent of diamondd we meana
diamondonelevel coarserin the4-8 meshwhoseareaoverlapsd.
Similarly, achild of d is onelevel �ner andoverlapsd.

d

a0

a1

a2

a3

ancestorsof d

d

c0

c1c2

c3

childrenof d

Figure 3: A diamond d (yellow) is shown with respect to its ancestors
(left) and its children (right). By numbering each of these counter-
clockwise around d, and by placing the quadtree ancestor (green)
as a0 , and the �rst child c0 just after this, navigation through the 4-8
mesh becomes straightforward. Note that the two parent diamonds
(blue outline) are the right parent, a1 , and the left parent, a3 . The
children of d are c0::: 3 , outlined in red.

After experimentingwith a numberof implementationsof 4-8
meshdatastructuresthat supportselective re�nement, including
pointer-free “pure index” schemes,we found after performance
pro�ling that the fastestchoiceis simply to keeppointersto the
childrenandancestors,andallocatediamondrecordsin arraysof
severalthousandata time to avoid per-recordheapallocationover-
head.Navigationto a diamond's parent,quadtreeandoldercorner
ancestors,aswell aschildren,is thena matterof following single
links, which will bedenotedd ! ai andd ! ci respectively for
i = 0 : : : 3. Traversingto neighborsat thesamelevel of resolution
turnsout to besimpleaswell.

To getto diamondd'sneighbord0 acrossthechild d ! c0 edge,
Figure4 shows that both d andd0 arechildrenof d's right parent
d ! a1 . Indeed,d0 is thechild of d ! a1 justcounterclockwiseof
d. Sincemoving to neighborsis afrequentoperation,it canimprove
performanceto stored's index asachild with respectto bothparent
a1 anda3 ; theseindiceswill bereferredto asd ! i 1 andd ! i 3 ,
respectively. This meansthat theassertiond = d ! a1 ! cd! i 1

shouldalwayshold for theright parent,andsimilarly usinga3 and
i 3 for theleft parent.Thepseudocodefor moving to thec0 neighbor
of d is thensimply

i ( (d ! i 1 + 1) mod 4
d0 ( d ! a1 ! ci

Child edgesd ! c1::: 3 aretreatedsimilarly.

Now thatneighbor-�nding is established,theprocessof addinga
child diamond,sayc = d ! c0 , is amatterof �nding theneighbor
d0 asabove, which is theotherparentof c. If d0 is missing,then
it shouldberecursively addedto its parentd ! a1 at theexpected
child index. To hookup c properly, �rst notethat its quadtreean-
cestorc ! a0 is d ! a1 , themutualparentof c'stwo parentsd and
d0 . This determinestheexactorientationof c (just rotateFigure4
135� clockwise),andthusindicateshow all of its ancestorsshould
be�lled in, aswell asits parent's backpointers:

c ! a0 ( d ! a1
c ! a1 ( d
c ! a2 ( d ! a0
c ! a3 ( d0

d ! c0 ( c
c ! i 1 ( 0

d0 ! c3 ( c
c ! i 3 ( 3

Thelasttwo assignmentsfollow from theobservationthatd andd0

both have d ! a0 astheir quadtreeancestor. As before,similar
proceduresexist for creatingchildrenc1::: 3 of diamondd.



d

d0

d ! c0

d ! a1

d ! a0

i 1

(i 1 + 1) mod 4

Figure 4: The neighbor of diamond d across its child c0 edge, d0 , is
obtained by walking up from d to its right parent d ! a1 , and then d0
is this parent's child counterclockwise one step from d. To make this
computation fast, d's child index within a1 is kept in d's record, and
the counterclockwise child index is this index plus one, taken mod 4.

To deleteachildlessdiamondd, thepointersto d from its parents
mustbecleared:

d ! a1 ! cd! i 1 ( null
d ! a3 ! cd! i 3 ( null

Any adaptive 4-8 meshmay be constructedby sequencesof child
additionsand childless-diamonddeletions. Convenienceopera-
tions, suchas deletinga diamondwith children, may be imple-
mentedeasilyusingthesebasicoperations.

The �nal idea requiredto begin using diamondmeshesis the
methodto hookup theinitial base(i.e. coarsest-level) mesh.Given
any manifoldpolygonalmesh,a diamondbasemeshmay becon-
structedby creatinga diamondper vertex, faceandedge. Vertex
diamondsexist only to supplytheircenterpointcoordinate—nouse
is madeof their child or ancestorlinks. Facediamondslink to their
children,which are the edgediamonds.Conversely, the edgedi-
amondslink to their parents,the facediamonds,as well as their
otherancestors,which arevertex diamonds.For polygonalmeshes
with non-quadrilateralfaces,the numberof children of facedia-
mondswill notbefour, andneighbor-�nding will requirearithmetic
modulothe numberof edgesin the face. Indeed,the neighborof
d (e.g. d0) in the child-additionproceduremay needto examine
which of its parentsis in commonwith d in orderto selectits ap-
propriatechild index. In contrast,for the non-base-meshcaseof
Figure4, andfor cubicalbasemesheslaid out carefully, d0 always
useschild index 3. For this reason,we choosea cubicalbasemesh
for planetarygeometry, whichhasall quadrilateralfaces.

Theproperlayoutfor abasecubedividestheedgediamondsinto
four setsof three,asshown in Figure5, with each3-setsharinga
commonvertex diamondastheir “quadtree”ancestor.

Figure 5: For planetary base meshes, a cube is used, with diamonds
for each vertex, face and edge. The edge diamonds should be ori-
ented as shown, so that their a0 (quadtree) ancestors are one of the
four red vertex diamonds, and the face diamonds are their parents.
Three edge diamonds sharing the centermost vertex diamond are
highlighted in blue.

4 GEOM ETRY AND TEXTURE T I L ES

Given the basicdiamondstructuresjust outlined, it is possibleto
createselectively-re�nable objectsby associatingspatial coordi-
natesandcolorsto thevertex of eachdiamond.However, this kind
of �ne-grainedtreatmentof geometryandcolor is very inef�cient
for pagingfrom diskandfor renderingonnewergraphicshardware.
To overcomethis, small regular grids of pointsandcolors,called
tiles, will be associatedwith eachdiamond. The centralideasre-
quiredto work with tilesareto:

1. setup a parametriccoordinatesystemwithin a diamond,and
determinethemappingfrom child to parentdiamondparam-
eters,

2. perform low-pass�ltering to createhigh-quality coarsened
tiles,and

3. createadditionaldetail through4-8 subdivision andoptional
proceduraldisplacements.

For eachdiamond,de�ne its local coordinatesystem(u; v) 2
[0; 1]2 to have its origin at thequadtreeancestorvertex d ! a0 , the
u axismoving from theorigin to theright parentd ! a1 , andthev
axismoving from theorigin to theleft parentd ! a3 . A diamond
d overlapsonehalf of eachof its children,in the shapeof a right
isoscelestriangle. Therelationshipbetweend's (u; v) coordinates
andthosein eachchild is depictedin Figure6.

d

c0

c1c2

c3

Figure 6: The mapping of diamond (u; v) parameters between a di-
amond d and its children is depicted using arrows to indicate the
u axes. These coordinate systems are standardized to be right-
handed, with the origin at the quadtree ancestor vertex. Each
diamond's parametric coordinates are in the unit square, that is,
(u; v) 2 [0; 1]2 .

To move informationfrom �ner to coarsertiles for low-pass�l-
tering, the tile for d must collect information from half of each
child. An af�ne mappingfrom child ci 's parameters(ui ; vi ) to d's
parameters(u; v) would thenbe

(u; v) = (uc ; vc) + ui (ua ; va ) + vi (� va ; ua )

wheretheorigin (uc ; vc) andui directionvector(ua ; va ) aregiven
in Table1. Thesechild-to-parentmappingsmay be composedto-
getherto mapto coarserancestors,a processwhich will beusedto
obtaintexturecoordinatesin section7.

child (uc ; vc) (ua ; va )

c0 (1; 0) (� 1
2 ; 1

2 )

c1 (1; 0) ( 1
2 ; 1

2 )

c2 (0; 1) ( 1
2 ; � 1

2 )

c3 (0; 1) (� 1
2 ; � 1

2 )

Table 1: Origin and u i axis for child-to-parent mappings.



Low-pass�ltering for diamondd can now be de�ned as col-
lecting tile array entriesfrom the appropriatehalf of eachof the
four children,andplacing theseinto two arraysarrangedaccord-
ing to thelocal coordinatesystemof d. As shown in Figure7, one
setof valueswill be the cell-centeredentries(hollow dots),while
the othervaluesarevertex centered(solid dots). The new vertex-
centeredvalueswill be storedin d's tile, andarecomputedusing
weightedaveragesof the old cell- andvertex-centeredvaluesob-
tainedfrom thechildren.Notethatfor theweightingmaskchosen,
thereare four cell-centeredvalues(eachmarked with an X) that
areneeded,but areoutsidethoseavailablefrom the four children.
While it is possibleto queryfour additionaltilesto obtaintheseval-
ues,only asinglevaluefrom eachtile wouldbeused,andhasonly a
tiny impactonquality. Thereforewechooseinsteadto useaslightly
alteredweightmaskfor thefour cornersof d. For geometrytiles to
avoid cracksonpatchboundaries,section6 discusseswhichparent
valuesmustbe subsamples(simplecopies)of the vertex-centered
valuesfrom thechildren.

interiorweights

4
8

1
8

1
8

1
8

1
8

cornerweights

5
8

1
8

1
8

1
8

Figure 7: Low-pass �lter ing is performed by collecting both cell-
centered values (hollow dots) and vertex-centered values (solid dots)
from the four children of a diamond. One child is highlighted, and the
weight masks for the interior and corner cases are given.

Performing4-8meshre�nementwith tiles is verysimilar to low-
pass�ltering, onlyperformedin reverse.Themaindifferenceis that
a new diamondchild tile mustcollectvaluesfrom its two parents,
andfor subdivision schemessmootherthanlinearor bilinear inter-
polation,ghostvaluesareneeded.

5 DI AM OND SI ERPI NSK I I NDI CES AND PAGI NG

Whenaccessinga large terraindatabasefrom disk during interac-
tion, performanceis highly sensitive to thespatialcoherenceof the
datalayout,andis improvedby theuseof hierarchicalspace-�lling
curves[14]. With thekind of tile-based,explicit pagingschemethat
we arepursuing,we needa fastandlocal meansof mappingdia-
mondsto indicesthatprovidessucha goodlayout,andworkswell
with incrementalselective re�nement(i.e. diamondchild additions
anddeletionsdrivenby dualpriority queues).Themostnaturaland
coherentof the space-�lling curves to apply to 4-8 meshesis the
Sierpinskicurve,depictedin Figure8. Recallfrom Knuth [10] that
any completebinarytreemaybeassigneduniqueindicesby setting
therootnodeto 1, andthenfor everynodewith index k, recursively
setit' s child indicesto be2k and2k + 1 respectively. Performing
this for the trianglebintreegivesthe indicesshown (notethat left
branchesaretaken �rst on even levels,andright branches�rst on
oddlevels).

A challengewith theseSierpinskiindicesis thatthey areassoci-
atedwith the trianglesof a 4-8 mesh,not thediamonds(or equiv-
alently, thevertices).Themostobviouschoice,associatingthe in-
dex with thetriangle'ssplit point,createstwo indicesperdiamond.
Associatingwith any of thethreecornersresultsin evenworsedu-
plication. It turnsout thatassociatingthetriangle's index with one

1

2 3

4
5 6

7

8 9

10

11 12

13

14 15

Figure 8: Sierpinski indices for bintree triangles are computed recur-
sively from their parent index. While the layout is highly coherent, the
indices are mapped to triangles, not diamonds.

of the midpointsof the shorteredges,say the left side, provides
theone-to-oneandontomappingthatis needed.Figure9 provides
a visual proof that all diamondsat a given level of resolutionare
coveredexactlyonceby theleft edgesof bintreetrianglesonelevel
coarserin the4-8mesh.

Figure 9: The 4-edge neighborhood shown is covered exactly once
by the diamonds associated with the left edges of the bintree tri-
angles. This pattern repeats to cover the plane. The triangles are
shown in outline, the diamond areas in alternating shades, and the
diamond centers by marking the inside of their respective bintree tri-
angle left edge.

To computetheSierpinskiindex of a diamondd ef�ciently dur-
ing selective re�nement,thediamondmustbemappedto its Sier-
pinski triangle,namelythebintreetrianglewhoseleft edgehasthe
diamondvertex at its center. Fromthis Sierpinskitriangle,its par-
ent Sierpinskitriangle is determined,andthenthe diamondof its
left edgeis the“Sierpinskiparent”dS of d. Therearetwo cases,as
shown in Figure10, dependingon whetherthedistinguisheddiag-
onalof d'squadtreeparentd ! a0 is horizontalor vertical:

quadtreeverticalsplit

d
d ! a3

d ! a0

dS

( i + 1)
mo d 4

i

horizontalsplit

d
d ! a3

d ! a0

Figure 10: The Sierpinski parent dS of a diamond d is determined
based on two cases, depending on the orientation of d's quadtree
ancestor's distinguished edge. On the left, this edge is vertical, and
the counterclockwise neighbor of d's left parent is the Sierpinski par-
ent. On the right, the Sierpinski parent is simply d's left parent.

Thepseudocodeto computed'sSierpinskiindex d ! k is then:



d3 ( d ! a3

if d3 ! a1 = d ! a0 , then
dS ( d3 ! a1 ! c( d3 ! i 1 +1) mo d 4 createasneeded
d ! k ( 2dS ! k + x

otherwise
dS ( d3
d ! k ( 2dS ! k + y

wherefor evenlevelsof the4-8 mesh,(x; y) = (1; 0), andfor odd
levels(x; y) = (0; 1).

A diamond's index is storedin 64-bits,wheretheupperbits rep-
resenttheSierpinskiindex followedby a oneanda stringof zeros
to theend. To mapa Sierpinskiindex to input andoutputof �les,
blocksandtiles, we considera Sierpinskiindex to be left-shifted
so that the leading“1” bit is just removed in a 64-bit register, and
placethatbit just to theright of theleastsigni�cant bit of theindex
in orderto marktheendof therelevantbits:

i ( (i � 1)j1

MSB = 1 � 63

while ( (i&MSB ) = 0 ) i ( i � 1

i ( i � 1

Thebitsarenow of thefollowing form:

b63 b62 b61 :::bN 100:::0

whereN is theleastsigni�cant bit of theSierpinskiindex afterthe
left-shift procedure.

This bit string cannow be treatedlike a generalizeddirectory
path name,at �rst literally describingdirectory branches,then a
�le name,followedby theblock index andtile numberwithin the
block. WeexplainusingthecaseN = 37:

b63 b62 b61 b60 g directorybranch1

b59 b58 b57 b56 g directorybranch2

b55 b54 b53 b52 g directorybranch3

b51 b50 b49 b48 g �le name

b47 b46 b45 b44 b43 b42 b41 b40 g blocknumberwithin �le

b39 b38 b37 10 g tile numberwithin block

The“1” markbit is allowedto bein any of the� vetile bit positions.
A specialroot �le is madein thetop-level directoryto catchall the
blocks and tiles that have insuf�cient bits to de�ne a full 16-bit
�le index. This leadsto directorieswith up to 16 subdirectories
and 16 �les each,whereeach�le containsup to 256 read/write
blocks,eachof whichcontainsup to 32 tiles from 5 differentlevels
of detail.Branchingfactors,blocksizesandsoon canbetunedfor
performance,but we found the arrangementgiven hereto be very
effectiveon thesystemswe tested.

Whenatile is requested,it is returnedimmediatelyif it is in main
memory. If it is in a compressedread/writeblock in memory, the
tile is decompressedandplacedin the tile cache. If the block is
missingfrom the cache,it is readinto the block cachefrom disk,
andthe tile is extracted. If this processfails to �nd a tile, the tile
is manufacturedusing4-8 subdivision andoptionalproceduraldis-
placements.Sinceelevationandtexturetiles aresimple2D rasters,
any numberof known compressionschemescanbeapplied.

For this systemweusea least-recently-usedstrategy for tile and
block cachereplacementdecisions.Cachesizesshouldbe deter-
minedby balancingvariousapplicationandsystemmemoryneeds,
sinceof coursethereis incrementalgain for any increasein a par-
ticular cacheas long as anothercacheis not decreased.For our
system,we found a total cachesizeof a hundredmegabytes,di-
vided evenly betweencompressed-tileblocks and uncompressed
tiles,providesexcellentperformance.

6 GEOM ETRY PATCHES AND FRAM E-TO-FRAM E UPDATES

Whenreplacingindividual leaf triangleswith smallpatchesof say
1024 triangles,a naturalconcernis that a loss of adaptivity will
result. However, moderngraphicshardwarecanrenderthousands
of suchpatchesat 50-100framesper second,which is similar to
theperformancefor thousandsof singletrianglesreportedfor view-
dependentHRT algorithmslessthanadecadeago.

From [18], we know that for any uniform re�nementof a right
isoscelestrianglethat is a power of four, suchas256or 1024,the
patchesof anadaptive 4-8 meshwill bewithout cracks.For most
ef�cient rendering,thesepatchesarelaid outasvertex andindexed-
trianglearrays,whereboth the verticesandtrianglesare listed in
Sierpinskiorder, asshown in Figure11for thecaseof 256triangles
perpatch.Notethatthe256-trianglepatchhas16triangleedgesper
patchedge,thusensuringcrack-freeselective re�nement.

d d ! a 0 ! a 0 ! a 0

d ! a 0

d ! a 0 ! a 0

Figure 11: The Sierpinski layout of a triangle patch, with the mapping
of the patch to its elevation tile. If d is the diamond of the triangle
patch, then the child-to-parent mappings of section 4 can be com-
posed to locate the appropriate elevation values in the third quadtree
ancestor, d ! a0 ! a0 ! a0 .

For geometry, the triangularpatchesare best taken as only a
small fraction of a CPU-cachetile, sincethe optimal granularity
of thesetwo objectsis quite different. After testinga numberof
sizes,we foundagoodtradeoff to bea tile with 129or 257vertices
(elevation samples)per side. For triangularpatches,either256 or
1024trianglesareused.Figure11showsa256-trianglepatchin re-
lationto atile with 129� 129vertices.Notethatfor thesesizes,the
tile diamondis thethird quadtreeancestorof thepatches'diamond.

The low-pass�ltering schemefrom section4 is usedfor eleva-
tion tiles,butwith someverticesbeingsubsampledtoavoidcreating
cracksduringselective re�nement. It is suf�cient to subsamplethe
verticeson the edgesof the patchdiamonds,andallow their inte-
riors to be smoothedout throughlow-pass�ltering. For example,
in Figure 11, the four sidesof diamondd (in yellow) shouldbe
subsampled.

Frustumculling for triangle patchesis identical to the system
usedin ROAM, butwesimplify themethodtouseboundingspheres
ratherthanpie-wedgebounds,thusreducingby aboutsix theper-
plane�oating-point frustumin/out tests.In addition,sincethecore
datastructureis now a diamondratherthan a bintreetriangle, it
is naturalto passfrustum-cullin/out �ags down from thequadtree
ancestor, which have a nestingrelationship,ratherthantheparent,
whichdoesn't. Wecanavoid gettingoverly-conservativeculling by
indicatinga triangularpatchis out if either its diamondis out, or
the parentdiamondon that patches'sideis out. As with ROAM,
entiresubtreesof in/out labelswill remainconstantfrom frameto
frameif its rootdiamondstayseitheroutor all in from theprevious
to thecurrentframes,andhencenosubtreework is needed.

Similar to ROAM, dual-queuesare usedto prioritize respec-
tively diamondsplit and merge activity. Unlike the ROAM base
priority that is sensitive to surfaceroughness,we only usetheesti-
matedscreensizeof the diamondasits split/merge priority, so as
to performgeometricantialiasinggiventheextremelyhigh triangle
countsavailable.



7 4-8 TEXTURES FOR TRI ANGL E PATCHES

Mostmulti-resolutiontexturealgorithmsuseapre�lteredquad-tree
of textures,wheretilesall havethesamenumberof texelsbut where
quadtreechildrencover onefourth theareaof their parent.Select-
ing adjacenttileswherethetexelsperunit areadiffer by a factorof
four canproducevisualdiscontinuities.Our methodcreatestwice
asmany detaillevels,allowing asmoothertransitionbetweenlevels
(only factorsof two),while effectively usingthediamondhierarchy
for level traversal.

The initial datasettexture is dicedinto 1282 or 2562 sizetiles,
which representthetextureat the�nest level. Low-pass�ltering is
performedasdescribedin section4. The �ltering approachfrom
level-to-level preservestheaverageenergy of theoriginal signalto
minimizelevel-of-detailtransitionartifacts.Unlikegeometry�lter -
ing, which mustsubsampleon the boundariesof patchdiamonds,
texture tiles appearmore visually seamlesswithout any subsam-
pling (subsamplingcanalter the averageenergy nearboundaries,
thusproducingvisualartifacts).

Eachdisplayedtrianglepatchis evaluatedto determineits op-
timal texture resolution. Sincepatchesare drawn using a single
renderingcall, nomorethanonetexturetile canbeassociatedwith
a trianglepatch.Hencethe�nest resolutiontexturethatcanbeac-
cessedwill be at the samediamondlevel asa patches'diamond.
For a1282 texturetile anda256-trianglepatch,thismeansamaxi-
mumof 32texelspertriangle.Sincegraphicshardwarewill exhibit
differencesin relative texel andtrianglerenderingperformance,we
decouplethegeometryandtexturelevelsof detail.For hightriangle
performancerelativeto textureperformanceormemoryavailability,
fewerthan32texelsperpixel maybedesired.Ideally if textureper-
formancewerenot a bottleneckwe would choosea texel-to-pixel
ratio nearone,anddeterminethe texture level of detailusingthis.
Using the child-to-parentparametermappingfrom section4, one
caniteratively walk to the diamondparenton the sidecontaining
thetrianglepatchuntil thedesiredtexturelevel is reached.Thetex-
turecoordinatesfor thepatchverticescanthenbeeasilycomputed
usingtheresultingcompositemapping.

Usingtheboundingsphereradiuspreviouslycalculatedfor frus-
tumculling,wecomputeanupperboundonthepossiblescreenarea
coveredby thetriangle-patchdiamond.Themaximumscreenspace
coverageoccurswhenlookingatadiamondorientedperpendicular
to theview direction.Weuseastheupperboundonpixel area2R2 ,
whereR is theprojectedradiusof thediamond's boundingsphere.
Using thenumberof texels in the texturediamondcoveredby the
triangle patch,the texel-to-pixel ratio � is computed. Frame-to-
frame,thepatch-to-texturelevel-of-detailassociationsareadjusted
incrementally, similar to thesplit-mergedual-queuesfor geometry,
so as to keep� closeto 1:0. Higher priority is given to re�ning
a patches'texture associationas� becomesgreaterthanone,and
coarseningbecomesmoreurgentas� becomeslessthanone. We
keepto a budgetof 4 � 8 patch-to-texture updatesper frame to
maintainhigh framerates,sinceeachupdatecanbeexpensive.

If the desiredtexture is not cachedin texture memory, we use
thenext coarsertexture level that is available. When�ner textures
areloaded,we keepcoarsertexturessothat thesystemcanalways
instantlycoarsenasdesired.Thenext �ner texturediamondis then
addedto a texture-wait queuewith priorities de�ned by the � of
this next-�ner texture. Becauseupdatesto texturememoryareex-
pensive, the wait queueallows a �x ed numberof textures to be
uploadedper frame, thus avoiding irregular load times. When a
texture is to be cached,it is fetchedfrom the disk tiles using the
diamond's64-bit index, asdescribedin section5.

Eachtriangle now hasa cachedtexture associatedwith it. If
thelevel-of-detailfor a trianglehaschangedor thetexturehasjust
beencached,we mustcomputethenew texturecoordinatesfor the
trianglepatch,usingthecompositechild-to-parentmappings.

8 RESULTS

Our performanceresultsweremeasuredusinga 3GhzXeon pro-
cessorwith 1GB of RAM anda GeForceFX 5900Ultra. We ran
thetestsataresolutionof 640� 480utilizing theNVidia vertex ar-
ray rangespeci�cationcombinedwith chunkedtrianglepatchesto
exploit thegraphics-cardcapabilities.Theseresultsarebasedon a
�ight paththroughthe10-meterdataof Washingtonstate[19] with
around1.4billion elevationandtexel valuesat the�nest resolution.
The sourceelevation datatotals2.7 gigabyteson disk beforepre-
processing.Textureswereprocedurallygeneratedandcoloredfrom
theoriginalgeometryandstoredin RGB-565format.

The out-of-corepreprocessingstep for this particulardataset
took approximately53 minutes including the calculationof the
shadedtexturemapfrom the geometry. Without the shadingstep,
preprocessingtextureandgeometrydatainto tiles took33minutes.

In therenderingapplication,approximately53%of thetime for
a givenframeis spentpreparingthevertex arraydata.During this
time, vertex pointersare set up and trianglepatchesthat needto
be updatedeither due to geometryupdatesor texture coordinate
updatesaretransferredto AGP memoryto be pulledby the GPU.
Around45%is spentmanagingvertex andtexturecoordinatecache
allocationand traversingthe hierarchy to evaluatewhen triangle
patchesor texturecoordinateupdatesarenecessary. Thetimetaken
by the split/merge optimizationloop is a userde�ned parameter,
but in this test lessthantwo percenttime wasspenton this. Less
thanonepercenteachwasspenton fetchinggeometryandtexture
from disk,priority updates,coordinatemappingcalculations,trian-
glepatchbuilding, frustrumculling,andnew textureloading.In our
implementation,priority queuesalsoallowed a user-de�ned num-
ber of �x ed texturesto be sent to graphics-cardtexture memory
per frame. Our resultsshow that the main bottlenecklies in the
graphics-carduploadbandwidthandthe loop for determiningap-
propriatetrianglepatchupdatesto geometryandtexture.

Performancestatisticsfor our implementationareshown in Fig-
ure12, takenduringa �yo ver of Mount Rainier(shown in theac-
companying video). In the lower-right graph,therenderingprepa-
rationline refersto theupdatingof AGPmemoryandsetupof ver-
tex pointers.Traversalandallocationinvolveswalking throughthe
diamondhierarchy andmanagingsystemmemory. The geometry
optimizationline representsthe split/merge time taken per frame.
Theremainingcalculations,generallytaking lessthantwo percent
of the frametime, arelabeled“other”. Snapshotsfrom the �yo ver
arehighlightedin Figure13.
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Figure 12: Performance graphs measured for a test �ight path over
the 10-meter WA state data: (top left) near-constant triangle counts
matching the triangle budget target, (top right) frames per second,
(bottom left) Mtri per second, and (bottom right) % breakdown of
system task times.



Figure 13: Screen shots of our test �ight showing the overall Wash-
ington state data set, the San Juan islands, a view facing Victoria,
and Mount Rainier with Mount Adams behind.

9 CONCL USI ON

We have presenteda solution to the texture level-of-detail prob-
lem for real-timeview-dependentrenderingof extremelylargeter-
rain meshes.We introducea new texture hierarchy basedupona
4-8 mesh,which, whencoupledwith a similar adaptive geometry
scheme,providesa mechanismfor real-timedisplayof theterrain.
The 4-8 hierarchy providestwice asmany levels of detail ascon-
ventionalquadtree-stylere�nementschemessuchasmipmaps.Be-
causeof thismoregradualchange,we �nd in practicethatthetran-
sitionsbetweentexturelevelsof detailarelessperceptible.The4-8
schemeis integratedinto avariantof theROAM algorithm,andto-
getherwith asimpleout-of-coredataaccessmechanismbasedupon
Sierpinskicurvesallows out-of-coreaccessfor thedisplayof very
largetexturedmeshes.

Futurework basedon this terrain systemcan be expandedto
include dual queuesat all levels of cache, for both geometry
andtexture,replacingthereactive least-recently-usedstrategy with
prefetchingandoptimizedpriority modeling.Anisotropic�ltering
couldhelpwith highly warpedterraindata,suchasnearclif fs, and
with the horizon aliasingfor near-planarregions. Furtherexper-
imentationwith different typesof texture maps,suchas normal
mapsfor lighting calculations,may enhancethe visual quality of
a sceneand allow dynamic lighting. As memorybandwidthin-
creases,it mayalsobepossibleto playanimatedtexturesof certain
areasin a sceneto demonstratetime varying propertieslike plant
life or erosion.Thedevelopmentof realtime,highqualityprocedu-
ral detail is alsoof interest.
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[5] Jürgen Döllner, KonstantinBaumann,and Klaus Hinrichs. Textur-
ing techniquesfor terrainvisualization. In Proc. IEEE Visualization,
pages227–234,2000.

[6] Mark A. Duchaineau,Murray Wolinshy, David E. Sigeti, Mark C.
Miller, CharlesAldrich, andMark B. Mineev-Weinstein. ROAMing
terrain: Real-timeoptimally adaptingmeshes.In Proc. IEEE Visual-
ization, pages81–88,October19–241997.

[7] William Evans,David Kirkpatrick, andGreggTownsend.Right trian-
gularirregularnetworks.TechnicalReportTR97-09,TheDepartment
of ComputerScience,Universityof Arizona,May 1997.

[8] William Evans, David Kirkpatrick, and Gregg Townsend. Right-
triangulatedirregularnetworks. Algorithmica, 30,2001.

[9] HuguesHoppe.Smoothview-dependentlevel-of-detailcontrolandits
applicationto terrainrendering.In Proc. IEEEVisualization, 1998.

[10] D. E. Knuth. TheArt of ComputerProgramming, SortingandSearch-
ing. 2ndedition,1975.

[11] JoshuaLevenberg. Fastview-dependentlevel-of-detailrenderingus-
ing cachedgeometry. In Proc. IEEE Visualization, pages259–266,
October2002.

[12] PeterLindstrom,David Koller, William Ribarsky, Larry F. Hughes,
Nick Faust,andGregoryTurner. Real-Time,continuouslevel of detail
renderingof height�elds. In SIGGRAPH96ConferenceProceedings,
pages109–118,August1996.

[13] PeterLindstromandValerioPascucci.Visualizationof largeterrains
madeeasy. In Proc. IEEEVisualization, pages363–370,2001.

[14] PeterLindstromandValerioPascucci.Terrainsimpli�cation simpli-
�ed: A generalframework for view-dependentout-of-corevisualiza-
tion. IEEE Transactionson Visualizationand ComputerGraphics,
8(3):239–254,July/September2002.

[15] Anthony Mirante andNicholasWeingarten. The radial sweepalgo-
rithm for constructingtriangulatedirregular networks. IEEE Com-
puterGraphicsandApplications, 2(3):11–13,15–21,May 1982.
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